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Abstract

Finsler geometry has many uses in relative physics and many of mathematicians contributed in this
study and improved it. Takano [26] has studied the decomposition of curvature tensor in a recurrent
space. Sinha and Singh [25] have studied and defined the decomposition of recurrent curvature tensor
field in a Finsler space. Negi and Rawat [11] and [12] have studied decomposition of recurrent
curvature tensor fields in K"aehlerian space. Rawat and Silswal [19] studied and defined the
decomposition of recurrent curvature tensor fields in a Tachibana space. Rawat and Singh [21]
studied the decomposition of curvature tensor field in K"aehlerian recurrent space of first order.
Further, Rawat and others [20],[22] and [23] studied the decomposition of curvature tensor field in
Einstein- K achlerian recurrent space of first order. Al-Qashbari [1], [2], [3] and [4] and Qasem and
others [14], [15], [16], [17] and [18] studied the recurrent for different curvature tensors. In the
present paper, we have studied the decomposition of curvature tensor fields Rj-kh in recurrent space of
First order and second order, and several theorems have been established and proved.

Keywords: Finsler space, Decomposition of curvature, Cartan’s fourth curvature tensor R}kh,

Cartan’s third curvature tensor K} jkn» recurrent and birecurrent curvature tensors.

1. introduction
We consider an n dimensional Finsler space F,, in which the Riemannian curvature tensor field
denoted by Ry, is given by
(1.1)  Rjgp = 0jTip — 0Ly + I‘]l-m kh = Tkm Ui, where 0; = a/axj :
Cartan’s third curvature tensor Rj, , Cartan’s fourth curvature tensor Kjjp, , its associate curvature
tensor Kjjip and the R-Ricci tensor Rjj in the sense of Cartan, respectively, given by [24]
(12) 9 lkh_ mie t ( l]k)Gh+Cl (Gih — Git Grlz)frr’;fkrﬁzm—k/h ; '
b) Rin & = Kfyp ¥/ = Hkh , ©) Ryx'=Hc , d) Rypi/=Ry,
©) Rii=Rix » D Rin=—Rue > 2 R gjk =R and h) Hji"=—Hj
The Bianchi identity for the Riemannian curvature tensor R} k n 18 glven by
The vectors X; and xf satlsfy the followmg relations [24]
(1.4) a) gij X =y and b) % xJ =F?
The two sets of quantities g;; and its associate tensor gY are related by [24]

. 1 if i=k
gtk = gk = ’ ’
(1-5) gl} g 61 { 0 , if i+k

The tensor C; ]k defined by
(1.6)  Cijx == al gjx = ai 0; 0k F
is known as (h) hV torsion tensor.
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The (v) hv—torsion tensor C l’,’( and its associate (h) hv-torsion tensor Cjj;, are related by
(1.7)  a) Ch —Ck] xJ =0 . b % Ch=0 , © Cu*/=0 and
d) G]khx = Gh]k %) = Gkh] X/ =0
Berwald’s covarlant derlvatlve T! i (k) of an arbltrary tensor filed Tl with respect to x¥ is given by

(1.8) Ty =0, T} — (0, T} )Gk+Tr v — T}
Berwald’s covarlant derlvatlve of the metric function , the vectors x!, x; and the unit vector It
vanish identically [24], i.e.

(1.9) a) %4py=0 b) Fy=0 , © X =0 and d) ;=0
But Berwald’s covariant derivative of the metric tensor g;; doesn’t vanish, and given by
— h
(110) gl](k) -2 Cl]klh = =2 Cijk(h) X

Where |h is h-covariant derivative with respect to x' (Cartan's second kind covariant
differentiation).

Berwald’s covariant differential operator with respect to x" commutes with partial differential
operator with respect to x*, according to [24]
(L11) 0y Tjpy = (0k T} )(h) + T Gipr — Ty Grnj
where T]-i is any arbitrary tensor field.
The commutative formulae for the curvature tensor field are given as follows

i

(112)  Tia0 = Thog) =T" Rej -
(113)  Tigoam ~ T =T Rixm = T Rim - .

The second covariant derivative of an arbitrary tensor field le with respect to x* and x"
in the sense of Berwald may written as
(L14) - Ty = 0T = (s Tj) Gt + (Tm) Grie = (Trawy) Gl = (Tjy) G

The commutation formula for Berwald's curvature differentiation as follows
(L15)  Tiaymy = Timyawy =T Haer — Tr Hpj — 05 Tj) Hpye
where H! ikn defined by
(1.16)  Hpp =2{ 0y Gpjp + Glugj Giy + Gl Gign }
are components of Berwald curvature tensor and
(1.17) @) Hiy =Hjp %/ , b) Hy=Hpy ¥ , ) Hjy, = 0jHi, and d) Hiy, = 0, Hj, .

It is clear from the definition that Berwald curvature tensor H' ik 18 skew- symmetrlc in its first two
lower indices and positively homogeneous of degree zero in the directional arguments x*.

2. R-Curvature Tensor in Recurrent and Bi-Recurrent Finsler Space
Definition (2.1)
In a non-flat Finsler space F, if there exists anon zero covariant vector A; such that the R-curvature
tenser field R}ki satisfies
2.1)  Rignay = AiRjkn
where (I) is h-covariant derivative of t first order ( Cartan’s second kind covariant differential
operator ) with respect to x!, the quantities 4, is a non-null covariant vector field.
Then the space is called a recurrent Finsler space (Sinha and Singh 1971) .
Transvecting the equation (2.1) by %/, using (1.9a) and (1.2b), we get
(22)  Hingy= AiHin -
Transvecting the equation (2.2) by x* , using (1.9a) and (1.17b), we get
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(23)  Hypy= AH, .

The vector tensor A; behave like the recurrent vector [14]
2.4 Al(m) =Un .

The Ricci tensor and the vector tensor A; are satisfies

(2.5)  Xamy (A Rik — A Rin ) = 4 (Anamy Rixe — Akgm) Rin)

Definition (2.2)
In a non-flat Finsler space F, if there exists anon zero tensor A, such that the curvature tensor
field satisfies the following
(2.6) Rixn@y(m) = Aim Rjkn »  where Ay = Aymy + A1 Am
Then the Finsler space is called a bi-recurrent Finsler space (Sinha and Singh 1971) and the tensor
field Ay, is called a bi-recurrent tensor field.
Transvecting the equation (2.6) by %/, using (1.9a) and (1.2b), we get
27 Hw@oem = Am Hin -
Transvecting the equation (2.7) by x¥, using (1.9a) and (1.17b), we get
(28)  Hypym) = Aim Hy, - '
Differentiating (2.7) and (2.8) partially with respect to x/ and x*, respectively, using (1.17c),
(1.17d) and (1.11), we get
(2.9 aj(Hilc_n(z)(m)) = (0jAum)Hjn, + A iy, -
(2.10) Ok (Hpqyemy) = (0xAym )Hp + Ay Hyp, , Tespectively.
Using the commutation formula (1. 11) for (3 H,i(h(l)(m)) in (2.9), we get

@11)  (0;Hyn )(l)(m) + Hingm)Gjir = (Hyngmy) Gl = (Hiermy) Glin + Hion(y Gy

~ (Hinay) G (Hkr(l)) imh = (ajAlm) Hign + Atm Hjxn
Using (1.17¢) and (2 7) in equation (2 11), we get

(2.12) Hkh(m) (Hrh(m)) '(Hllcr(m)) Gﬁh + Hl:h(l) G]mr (H;h(l)) G]mk
(Hkr(l)) (aJAlm) Hip =0

Transvecting (2. 12) by x* , using (1.9a), (1 17b) and (1. 7d) we get

(2.13) Hh(m) (Hr(m)) G]lh + Hh(l) jmr (Hr(l)) (ajAlm) H;L =0

Transvecting (2.13) by %/, using (1.9a) and (1.7d), we get

2.14)  (0jApm) HE %/ =0

Since the condition (3]-Alm) H,"l %/ =0 , implies ajAlm = 0, i.e. the covariant tensor field 4;, is
independent of the directional argument.
Thus, we conclude

Theorem 2.1. Under the tenser field }kl

A, 1s independent of the directional argument provided (6 Alm) H} h x1 =0.

and bi-recurrent Finsler space , the covariant tensor field

Again applying the commutation formula (1.11) for (6 H; (l)(m)) in (2.10), we get

(2.15) (a]Hh )(l)( ) + Hh(m) (Hr(m)) Gjlh + Hh(l) jmr — (Hr(l))
= (0kAim) Hi, + A, Hkh :
Using (1.17d) and (2 8) in equation (2.11), we get
(2.16) Hh(m) (Hr(m)) ﬁh + H}c(l) jmr — (Hr(l)) mh — (akAlm) HiL1 =0.
Transvecting (2.16) by %/, using (1.9a) and (1.7d), we get
217y (0xAim)H, =0 , where %/ #0.
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Since the condition (5jAlm) H: %/ =0 , implies 3jAlm = 0, i.e. the covariant tensor field 4;,, is
independent of the directional argument.

Thus, we conclude

Theorem 2.2. Under the tenser field R} ki and bi-recurrent Finsler space E, , the covariant tensor field
A, 1s independent of the directional argument provided (akAlm) H:=0

In view the equation (1.13), we get

2.18)  Rinyim) — Riknemy@ = Rikn Rim — Rikn Rimi = Rl Riemi — Rier Rhvmu -
Using equation (2.6) in (2.18), we get
(Alm - Aml ) R;kh = R}, jkh erm Rrkh R ]rh kal R]kr Rﬁml
If Ay, is skew-symmetric then the above equatlon can be written as
(2.19) Ay Riyn = Rign Riim — Rikn Rimi — Riyn Riemi — Rpr Rhmu > Where Ay = Apy + Apy -
If A;p, is symmetric then the above equatlon can be written as
(220)  Rjgn Riym — Rin Ry — Riyn Riemi — Riyr Riymy =0, where Apy — Ay = 0

Theorem 2.3. Under the tenser ﬁeld R]ki and bi-recurrent Finsler space F,, we have the conditions
(2.19) and (2.20) holds.

3. Decomposition of Curvature Tensor Field R;'-kh By Using Contravariant Vector V'
and Covariant Tensor Wi,
Let us consider the decomposition of curvature tensor field R}kh as

i _yi
G.1)  Rjp =V* e
Where V! is contravariant vector and Wjyp, is covariant tensor .

The decomposition vector V' should satisfy the relation
32 AVi=1 .

Theorem(3. 1): Under the decomposition (3.1) the tensor field ¥y, satisfies the identity
B33 @ Yikn =Y ;
(b) ¥ikn + Yinj + Prjx =0
© Ar¥ikn + Ax¥inj + ApWhj =0
Proof
(a) From Equations (1.2f) and (3.1), we have
(B4 VW ==V W .
Multiplying the equation (3.4) , by A; and using (3.2), we get the relation (3.3a) .
(b) Using (3.1) in (1.3a), we get
(3.5)  Vi(¥ikn + Yknj + Phjre) =0, where VI %0 .
Multiplying equation (3.5) by A; and using (3.2), we get the relation (3.3b).
(¢) From Equations (1.3b), (2.1) and (3.1), we have
Ay ¥jgn + Ax Pjin +Ap ¥jue = 0 .
Which can be written as
(3.6) V(A W+ A WYim+An ¥ ) =0 .
Multiplying (3.6) by A; and using (3.2), we get the relation (3.3¢) .

Theorem(3. 2): Under the decomposition (3.1) , the tensor field R}kh satisfies
(.7)  Wjkn = Ap Rj — Ax Rjn = A Ry,
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Proof
From Equations (3.3a) and (3.6) , we have

(B8 V(A ¥n+ Ak Y — AW ) =0
Multiplying (3.8) by A; and using (3.2) , we get
(3.9 A ¥n = An ¥ — Ak ¥im
Multiplying (3.9) by V! and using (3.2) and (3.1), we get
Pikn = An Rit — Ak Riny
In view (2.1e) , the above equation yields to
¥jkn = An Rjx — Ak Rjn
using (3.1) and (3.2), in the above equation , we get the relation (3.7).
Theorem(3 3): Under the decomposition (3.1), the vector field V' is behaving like the recurrent
vector V(m) =— Uy Vt
Proof
Taking covariant derivative for (3.2) with respect to x™ and using (2.4), we get
A (umV‘ +V(m)) =0 , where A; #0 ,we get

Theorem(3.4): Under the decomposition (3.1), the tensor field Wy, is behaving like the recurrent
tensor field ¥jxnem) = Am Pjkn -

Proof
Taking covariant derivative for (3.1) with respect to x™, we get
Rixnamy = Vimy Pjien +V* Pjienim) -
Using (2.1), (3.1) and (3.10) in above equation, we have
Ap V' ¥ = —tim V' Yjgn + V' Wignm) -
Which can be written as
Vi%iihomy = V' (A + i) ¥
Multiplying above equation by A; and usmg (3.2), we get
G111 ¥inen) = (A + ) lJijh )
which can be written as

Yiknem) = AmWjkn » where Ay = (A + tim) -
Theorem (3. 5): Under the decomposition (3.1), the vector field V!, behaves like bi-recurrent tensor
field V(m)(n) = Umn
Proof
Differentiating  (3.10) ,  covariantly =~ with  respect to x™ , we ge t

Vemym = = Bm@) V' = Hm Viny -
Using (3. 10) in the above equation, we get
(3- 12) V(m)(n) ( Um Un — .um(n)) vt
We can be written
V(lm)(n) =Umn V' , where Upp = ('um Un — 'um(n)) .
Theorem(3. 6): Under the decomposition (3.1), the tensor field ¥y, is behaving like bi-recurrent
tensor field  ¥jxpmym) = Tmn Fjkn -
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Proof
Taking covariant derivative for (3.11), with respect to x™ , we get
llUjkh(m)(n) =Ant .um)(n) l’”jkh + (A + ) 'ijh(n) .
Using (2.4) and (3.11), in above equation, we get
llUjkh(m)(n) = (.um Am + .um(n)) l’”jkh + (Am + .um) (An + .un) 'lujkh ’
which can be written as
llUjkh(m)(n) = ( 2Am un + Umn) + AmAn + tm A+l .un) l’”jkh
Or lyjkh(m)(n) = Tmnlpjkh , where 7, = (2/1m Up + Um@@n) + AmAn + i A + U :un) .
Theorem (3.7): Under the decomposition (3.1), the tensor (,un(m) — ym(n)) is behaving like a
recurrent tensor field ( Un(m) — ,um(n)) () =N ( Un(m) — ,um(n)) .
Proof

Interchanging the m and n in the equation (3.12) and subtracting the result thus obtained from
(3.12), we get

G13)  Vimm — Vinem = (Bnem = #nm) V' -
Using the commutation formula (1.12), we get
(3.14) V" Rignn = (Hnem) = Hmew) V'
Taking covariant derivative for (3.14 ), with respectto x° , we get
(B.15) V& Rhgmn + V" Rines) = (tngmy — “m(n))(s) VE+ Vi (Hnm) = Bmem) -
Using (2.1) and (3.10), in an equation (3.15), we get

— HUs vh R;Lmn + X vh Rfimm =V (.un(m) - .um(n))(s) ~ Hs ('un(m) - 'um(n)) v
Using (3.14) in the above equation, we get

(Mn(m) - Mm(n))(s) =Xs (:un(m) - .um(n)) .

Theorem (3.8): Under the decomposition (3.1), the tensor field »; is behaving like bi-recurrent
tensor field  A;my(n) = Hmn i

Proof
Taking covariant derivative for (2.5), with respect to x™ , we have

Aiamy) (An Rik = A Rin ) + Luamy (An Rie = A Rin )

= Ay (Anem) Rjte = Aicamy Rin) + 4 (Anm) Rite = AemyRin)
Which can be written as
(3.16)  Aiamyam) (An Rje — Ak Rin ) + Aiamy (Anen) Rik — ey Rin + AnRik — A Rjn) =

Ay (Anam Rie = Aeemy Rjn) + 1 (Anemy e Riie = Acmyan Rin + Anamy Rik) = AkamyRinan)

Using (2.4) and (2.5) in (3.16), we get
G17) Ay (An R = A Rin ) = 2 (Anmyan R = Akemym Rin ) -
Multiplying (3.17) by A , we get

Aiemym) (An Rik = Ak Rin) As = As Ay (Ancmyany Ri = Aemya Rin) -
Since the expression of the right hand side of the above equation is symmetric [ and s . There for
(B.18) Ay As = Asemyan) i
Provided that Ah R]k - /1]{ th =0 .
The vector field A; being non zero, we can have aporortianal vector p,,, such that
(3.19) Al(m)(n) = Umn A -

Univ. Aden J. Nat. and Appl. Sc. Vol. 27 No.2 — October 2023 286



Decomposition of Curvatur tensor filed ... Adel. A. Al-Qashbari, Abdullah Saeed

References

1.

10.

11.

12.

13.

14.

15

16

17

18.

19.

20.

21.

22.

AL-Qashbari, A. M. A.,(2020): Recurrence Decompositions in Finsler Space, Journal of
Mathematical Analysis and Modeling, ISSN:2709-5924, Vol. 1, 77-86.

. AL-Qashbari, A. M. A., (2020): On Generalized for Curvature Tensors P]‘kh of Second Order in

Finsler Space, Univ. Aden J. Nat. and Appl, Sc., Vol. 24, No.1, 171-176.

. AL-Qashbari, A. M. A. , (2020): Some Identities for Generalized Curvature Tensors in B -

Recurrent Finsler space, Journal of New Theory, ISSN:2149-1402, 32,30-39.

. AL-Qashbari, A. M. A. and Qasem, F. Y. A., (2017): Study on Generalized BR-Trirecurrent Finsler

Space, Journal of Yemen engineer, Faculty of Engineering, University of Aden, Vol. 15, 79-89.
Al-Qufail, M. A. H., (2017): Decomposability of Curvature Tensors in Non-Symmetric
Recurrrnt Finsler Space, Imperial Journal of Interdisciplinary Research, Vol. 3, Issue-2,198-201.
Baleedi, S. M. S., (2017): On certain generalized BK-recurrent Finsler space, M. Sc. Dissertation,
University of Aden, (Aden), (Yemen).

[Bisht M. S. and Negi U. S., (2021): Decomposition of normal projective curvature tensor fields
in Finsler manifolds, International Journal of Statistics and Applied Mathematics, 6(1), 237-241.
Bidabad, B. and Sepasi, M., (2020): Complete Finsler Spaces of Constant Negative Ricci
Curvature, J. of Math. D.G. Vol. 1, 19 Feb.,1-12.

Hadi, W. H. A., (2016): Study of Certain Generalized Birecurrent in Finsler space, Ph. D. Thesis,
University of Aden, (Aden), (Yemen).

Misra, B., Misra, S. B., Srivastava, K. and Srivastava, R. B., (2014): Higher Order Recurrent
Finsler Spaces with Berwald’s Curvature Tensor Field, Journal of Chemical, Biological and
Physical Sciences, Vol.4, NO. 1, 624-631.

Negi, D. S. and Rawat, K. S. , (1995): Decomposition of recurrent Curvature tensor fields in a
Ka“ehlerian space, Acta Cien. Ind., Vol. XXI, No. 2M, 139-142

Negi, D. S. and Rawat, K. S., (1997): The study of decomposition in K"aehlerian space, Acta
Cien. Ind., Vol. XXIII M, No. 4, 307-311.

Pandey, P. N. , Saxena, S. and Goswani, A., (2011): On a generalized H-recurrent space,
Journal of International Academy of Physical Sciences,Vol.15,201-211.

Qasem, F. Y. A., (2016): On generalized H-birecurrent Finsler space, International Journal of
Mathematics and its Applications, Volume 4, Issue 2-B, 51-57.

Qasem, F. Y. A. and Abdullah, A. A. A., (2017): On generalized BR-recurrent Finsler space,
Electronic Aden University Journal, No.6, 27-33.

Qasem, F. Y. A. and Abdullah, A. A. A., (2016): On certain generalized BR-recurrent Finsler
space, International Journal of Applied Science and Mathematics, Volume 3, Issue 3, 111-114.
Qasem, F. Y. A., Al-Qashbari, A. M. A. and Husien, M. M. Q., ,(2019): On Study Generalized R"-
Trirecurrent Affinely Connected Space, Journal of Scientific and Engineering Research, Vol. 6,
Issue 1, 179-186.

Qasem, F. Y. A. and Baleedi, S. M. S., (2016),: On a Generalized BK-Recurrent Finsler Space,
International Journal of Science Basic and Applied Research, Volume 28, No. 3, 195-203.

Rawat, K. S. and Silswal, G. P., (2005) : Decomposition of recurrent Curvature tensor fields in a
Ka"ehlerian recurrent space, Acta Cien. Ind., Vol. XXXI M, No. 3, 795-799.

Rawat, K. S. and Dobhal, G., (2007): Some theorems On Decomposition of Tachibana recurrent
space, Jour. PAS, Vol. 13 (Ser. A), 458-464.

Rawat, K. S. and Dobhal, G., (2007) : The study of decomposition in a K aehlerian space, Acta
Cien. Ind., Vol. XXXIII M, No. 4, 1341-1345.

Rawat, K. S. and Singh, K., (2009) : Decomposition of curvature tensor fields in a Tachibana first
order recurrent space, Acta. Cien. Ind., Vol. XXXV M, No. 3, 1081-1085.

Univ. Aden J. Nat. and Appl. Sc. Vol. 27 No.2 — October 2023 287



Decomposition of Curvatur tensor filed ... Adel. A. Al-Qashbari, Abdullah Saeed

23.

24,

25.

26.

27.

28.

Rawat, K. S. and Uniyal, N., (2012) : Decomposition of curvature tensor fields in a Tachibana

recurrent space, Ultra Scientist of Physical Sciences (An Inter. Jour. of Physical Sciences), 24

(2)A,424-428.

Rawat, K. S. and Sandeep C.,(2018) : Study on Einstein-Sasakian Decomposable Recurrent

Space of First Order , June 26,142-151.

Rund, H., (1981): The differential geometry of Finsler spaces, Springer-Verlag, Berlin Gottingen-
Heidelberg, (1959), 2™ Edit. ( in Russian ), Nauka, (Moscow).

Sinha, B. B. and Singh, S. P., (1970) : On decomposition of recurrent curvature tensor fields in a
Finsler space, Bull. Cal. Math. Soc., 62, 91-96.

Takano, K., (1967): Decomposition of Curvature tensor in a recurrent space, Tensor (N. S.),18 (3),
343-347.

Thakur, M., Mishra, C. K. and Lodhi, G.,(2014) : Decomposability of Projective Curvature

Tensor In Recurrent Finsler Space (WR-F,,), International Journal of Computer Applications,

(India) Vol. 100, No.19, 32-34.

Univ. Aden J. Nat. and Appl. Sc. Vol. 27 No.2 — October 2023 288



Decomposition of Curvatur tensor filed ... Adel. A. Al-Qashbari, Abdullah Saeed

Saglalt guibid! 9 Sala il QiliahE! cLinhll gi R}y ;) chiaidt j2 50 Jlad
L AlLe L e g gomdll Ao daaa Jale
Ol — e - Sy sa - e daals e /A il S el ) aud
DOI: https://doi.org/10.47372/uajnas.2023.n2.a09

oadddi
b bl clale e el aal 385 ) oyl (8 Glaladial) e el Led Hlaid A
Gl yigall Jlad 8 dalide il yo s dwais dal y Guaigal) Gialdl (e a2l a8y Lgiaun's Lgiul 5o
Rlen, QST 0 el Jlad ) 50 Liadd 43, 50 o3a byl L & ool GUELIY) b Cilgiaiall
arl Jlall (Saay (sl 5 Al A 3l 5 IV AN e QLIS BEE aladia) By sk oo luid eliad b
Rigp, OUS (Fiaie and cilyiniall ) gl Jlaty Aalaiall by plaill (amy Uiady ladl) 18 & &l S5l
L) e
Ssal GIEN g gl RE QUL el aal ) g sl e niall Jlat ¢l olad sdalidal) cilalgl)
biaiall fisel S g oala¥) G KE ol

Univ. Aden J. Nat. and Appl. Sc. Vol. 27 No.2 — October 2023 289


https://doi.org/10.47372/uajnas.2023.n2.a09

