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Abstract 

     Finsler geometry has many uses in relative physics and many of mathematicians contributed in this 

study and improved it. Takano [26] has studied  the decomposition of curvature tensor in a recurrent 

space. Sinha and Singh [25] have studied and defined the decomposition of recurrent curvature tensor 

field in a Finsler space. Negi and Rawat [11] and [12] have studied decomposition of recurrent 

curvature tensor fields in K¨aehlerian space. Rawat and Silswal [19] studied and defined  the 

decomposition of recurrent curvature tensor fields in a Tachibana space. Rawat and  Singh [22] 

studied the decomposition of curvature tensor field in K¨aehlerian recurrent space of first order. 

Further, Rawat and others [20],[22] and [23] studied the decomposition of curvature tensor field in 

Einstein- K¨aehlerian recurrent space of first order. Al-Qashbari [1], [2], [3] and [4] and  Qasem and 

others [14], [15], [16], [17] and [18]  studied the recurrent for different curvature tensors  . In the 

present paper, we have studied the decomposition of curvature tensor fields      
  in recurrent space of 

First order and second order, and several theorems have been established and proved. 
 

Keywords: Finsler space, Decomposition of curvature, Cartan’s fourth curvature tensor      
 , 

Cartan’s third curvature tensor     
 , recurrent  and birecurrent curvature tensors. 

 

1. introduction 
     We consider an n  dimensional Finsler space    in which the Riemannian curvature tensor field   

denoted by      
   is given by               

(1.1)           
       

       
      

     
      

     
     ,     where         

   .                 

      Cartan’s third curvature tensor     
  , Cartan’s fourth curvature tensor     

  , its associate curvature 

tensor        and the R-Ricci tensor      in  the sense of  Cartan, respectively, given by [24] 

(1.2)       a)       
      

   (    
   )   

     
 (    

     
    

  )      
     

           , 

               b)       
   ̇      

   ̇      
         ,            c)          ̇

         ,        d)         ̇
     , 

               e)        
         ,   f)       

        
    ,    g)         

        and     h)       
  ̇      

  

      The Bianchi identity for the Riemannian curvature tensor      
  is given by                                         

(1.3)       a)          
      

       
               and          b)        ( )

      ( )
        ( )

      .   

The vectors   ̇   and   ̇   satisfy the following relations [24] 

(1.4)        a)          ̇
             and        b)      ̇   ̇

        .        

     The two sets of quantities      and its associate tensor      are related by [24] 

(1.5)            
     

   {  
                               
                               

     

     The tensor      
 
  defined by   

(1.6)            
 

 
  ̇       

 

 
  ̇   ̇   ̇   

        

is known as (h) hv - torsion tensor.  
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 The (v) hv-torsion tensor       
 and its associate (h) hv-torsion tensor        are related by 

(1.7)        a)       
   ̇     

   ̇         ,       b)     ̇     
           ,      c)         ̇

         and 

                d)          
  ̇      

   ̇      
   ̇       . 

       Berwald’s covariant derivative     ( ) 
  of an arbitrary tensor filed      

  with respect to  ̇  is given by  

(1.8)          ( )
          

  ( ̇      
 )   

      
    

      
     

      . 

     Berwald’s covariant derivative of the metric function  , the vectors   ̇  ,   ̇   and the unit vector      
vanish identically [24], i.e. 

(1.9)        a)     ̇( )
           ,         b)     ( )       ,    c)     ̇ ( )           and        d)     ( )

       . 

     But Berwald’s covariant derivative of the metric tensor       doesn’t vanish, and given by  

(1.10)         ( )  ׀        
  ̇         ( )  ̇

    . 

      Where    is h-covariant derivative with respect to   ̇  (Cartan's second kind covariant 

differentiation). 

     Berwald’s covariant differential operator with respect to   ̇  commutes with partial differential 

operator with respect to   ̇ , according to [24] 

(1.11)       ̇    ( ) 
  ( ̇      

 )
( )
     

     
       

       
    , 

where      
   is any arbitrary tensor field.                                                                                       

The commutative formulae for the curvature tensor field are given as follows 

(1.12)       ( )( )
   ( )( )

         
   . 

(1.13)        ( )( )
    ( )( )

    
      

    
      

   . 

     The second covariant derivative of an arbitrary tensor field    
   with respect to     and      

in the sense of Berwald may written as  

(1.14)        ( )( )
   ̇   ( )

  ( ̇    ( )
 )   

  (   ( )
 )    

  (   ( )
 )    

  (   ( )
 )    

   . 

     The commutation formula for Berwald's curvature differentiation as follows 

(1.15)        ( )( )
      ( )( )

     
      

     
      

  ( ̇    
 )    

   , 

where      
   defined by  

(1.16)          
    {  [    ] 

      [ 
    ]

     [ 
    ] 

  }   , 

are components of Berwald curvature tensor and 

(1.17)       )      
      

   ̇    ,      )     
     

   ̇    ,     )       
   ̇    

     and    )      
   ̇   

  . 

     It is clear from the definition that Berwald curvature tensor      
  is skew-symmetric in its first two 

lower indices and positively homogeneous of degree zero in the directional arguments   ̇ . 
 

2. R-Curvature Tensor in Recurrent and Bi-Recurrent Finsler Space 
Definition (   ) 
     In a non-flat Finsler space    if there exists anon zero covariant vector      such that the R-curvature 

tenser field      
   satisfies 

(2.1)            ( )
           

     . 

where ( )   is h-covariant derivative of t first order ( Cartan’s second kind covariant differential 

operator ) with respect to    , the quantities      is a non-null covariant vector field. 

Then the space is called a recurrent Finsler space (Sinha and Singh 1971) .       

Transvecting the equation (   ) by   ̇   using (1.9a) and (    ), we get 

(2.2)           ( )
         

    .  

Transvecting the equation (   ) by   ̇  , using (1.9a) and (1.17b), we get 
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(2.3)          ( )
        

    .                                                              

The vector tensor     behave like the recurrent vector [  ] 
(2.4)          ( )          .                                                 
The Ricci tensor and the vector tensor     are satisfies  

(2.5)         ( ) (               )     (   ( )        ( )    )   .  

Definition (   )  
     In a non-flat Finsler space    if there exists anon zero tensor     such that the curvature tensor 

field satisfies the following 

(2.6)            ( )( )
          

   ,    where           ( )          . 

Then the Finsler space is called a bi-recurrent Finsler space (Sinha and Singh 1971) and the tensor 

field       is called a bi-recurrent tensor field. 

Transvecting the equation (   ) by   ̇   using (1.9a) and (    ), we get 

(2.7)          ( )( )
         

   . 

Transvecting the equation (   ) by   ̇   using (1.9a) and (     ), we get 

(2.8)         ( )( )
        

   . 

Differentiating (2.7) and (2.8) partially with respect to   ̇  and   ̇  , respectively, using (1.17c), 

(1.17d) and (1.11), we get 

(2.9)         ̇ (   ( )( )
 )  ( ̇    )   

          
  .  

(2.10)       ̇ (  ( )( )
 )  ( ̇    )  

         
  ,   respectively. 

Using the commutation formula (1.11) for ( ̇    ( )( )
 ) in (2.9), we get 

(2.11)      ( ̇     
 )

( )( )
    ( )

     
  (   ( )

 )     
  (   ( )

 )     
     ( )

     
  

                 (   ( )
 )     

  (   ( )
 )     

  ( ̇    )    
          

   .  

Using (1.17c) and (2.7) in equation (2.11), we get 

(2.12)         ( )
     

  (   ( )
 )     

  (   ( )
 )     

     ( )
     

   (   ( )
 )     

  

                 (   ( )
 )     

  ( ̇    )    
     .  

Transvecting (2.12) by   ̇  , using (1.9a), (1.17b) and (1.7d), we get 

(2.13)        ( )
     

  (  ( )
 )     

    ( )
     

  (  ( )
 )     

  ( ̇    )   
      .  

Transvecting (2.13) by   ̇  , using (1.9a) and (1.7d), we get 

(2.14)      ( ̇    )   
   ̇        .  

Since the condition  ( ̇    )   
   ̇     , implies  ̇       ,  i.e. the covariant tensor field     is 

independent of the directional argument. 

Thus, we conclude 

Theorem 2.1. Under the tenser field      
  and bi-recurrent Finsler space    , the covariant tensor field 

    is independent of the directional argument provided  ( ̇    )   
   ̇   . 

Again applying the commutation formula (1.11) for ( ̇   ( )( )
 ) in (2.10), we get 

(2.15)      ( ̇    
 )
( )( )

   ( )
     

  (  ( )
 )     

    ( )
     

   (  ( )
 )     

  

          ( ̇    )   
         

  .  

Using (1.17d) and (2.8) in equation (2.11), we get 

(2.16)        ( )
     

  (  ( )
 )     

    ( )
     

   (  ( )
 )     

  ( ̇    )   
   .  

Transvecting (2.16) by   ̇  , using (1.9a) and (1.7d), we get 

(2.17)      ( ̇    )   
       ,  where   ̇    .  
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Since the condition  ( ̇    )   
   ̇     , implies  ̇       ,  i.e. the covariant tensor field     is 

independent of the directional argument. 

Thus, we conclude 

Theorem 2.2. Under the tenser field      
  and bi-recurrent Finsler space    , the covariant tensor field 

    is independent of the directional argument provided  ( ̇    )   
      . 

In view the equation (1.13), we get   

(2.18)           ( )( )
      ( )( )

      
      

      
      

      
      

      
      

   . 

Using equation (2.6) in (2.18), we get 

               (         )     
      

      
      

      
      

      
      

      
    .    

If      is skew-symmetric then the above equation can be written as  

(2.19)              
      

      
      

      
      

      
      

      
   , where              . 

If      is symmetric then the above equation can be written as  

(2.20)          
      

      
      

      
      

      
      

      ,  where              . 

Theorem 2.3. Under the tenser field      
  and bi-recurrent Finsler space   , we have the conditions 

(2.19) and (2.20) holds.  

 

3.  Decomposition of Curvature Tensor Field      
   By Using Contravariant Vector      

and Covariant Tensor       

        Let us consider the decomposition of curvature tensor field      
   as 

(3.1)           
              .                               

Where      is contravariant vector and       is covariant tensor .   

The decomposition vector      should satisfy the relation          

(3.2)           
       . 

Theorem(   )  Under the decomposition (3.1) the tensor field        satisfies the identity 

(3.3)       (a)                          ;     

               (b)                             ; 

               (c)                                    . 

Proof 

(a)                   (    )  and  (   )            
(3.4)                     

          . 

Multiplying the equation (3.4) , by      and using (   ), we get the relation (3.3a) . 

(b)    Using (   )    (    ), we get 

(3.5)          (                   )                   
         

Multiplying equation (3.5) by       and using (   ), we get the relation (3.3b). 

(c)     From Equations (    )  (   )      (   )  we have    

                                                   
Which can be written as                                                                      

(3.6)          (                         )       . 
Multiplying (   ) by      and using (   ), we get the relation (3.3c) . 

Theorem(   )  Under the decomposition (3.1) , the tensor field      
  satisfies 

(3.7)                                  
    .                    
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Proof 

From Equations (    )     (   )          

(3.8)          (                         )        

Multiplying (   ) by      and using (   )   we get  

(3.9)                                    .                  

Multiplying (   ) by      and using (   ) and (3.1),  we get  

                           
         

     

In view (2.1e) , the above equation yields to 

                                                

using (   ) and (   )    in the above equation , we get the relation (3.7). 

Theorem(   )  Under the decomposition  (   ), the vector field      is behaving like the recurrent 

vector    ( )
        

   . 

Proof 

Taking covariant derivative for (   ) with respect to                (   ), we get 
                  (     

    ( )
  )         ,    where           , we get 

(3.10)      ( )
        

       

Theorem(   )  Under the decomposition (   ), the tensor  field        is behaving like the recurrent 

tensor field       ( )           . 

Proof 

Taking covariant derivative for (   ), with respect to            

                   ( )
   ( )

         
       ( )   .                   

Using (   )  (   )     (    )                   , we have 

                   
             

         
       ( )   . 

Which can be written as  

                      ( )    
  (     )        . 

Multiplying above equation by      and  using (   ), we get 

(3.11)         ( )   (     )        , 

which can be written as                                 

         ( )                  where       (     )  . 

Theorem (   )  Under the decomposition (   ), the vector  field     , behaves like bi-recurrent tensor 

field    ( )( )
       

     

Proof 

Differentiating  (    ) , covariantly with respect to    , we ge   

                ( )( )
      ( )  

       ( )
      

Using (    ) in  the above equation, we get 

(3.12)      ( )( )
  (         ( ))  

         

We can be written  

                ( )( )
       

         where       (         ( ))    

Theorem(   )  Under the decomposition (   ),  the tensor field        is behaving like bi-recurrent 

tensor field        ( )( )              . 
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Proof   

Taking covariant derivative for (    ),  with respect to      , we get 

                   ( )( )  (     )( )       (     )     ( )  . 

Using (   )     (    )  in above equation, we get 

                   ( )( )  (        ( ))      (     )(     )              

which can be written as 

                   ( )( )  (          ( )                    )         . 

Or               ( )( )           ,  where       (         ( )                    )   

Theorem (   ) : Under the decomposition (   ) , the tensor (  ( )    ( ))  is behaving like a 

recurrent tensor field   (   ( )    ( ))( )    (   ( )    ( ))     

Proof 

Interchanging the     and    in the equation (    ) and subtracting the result thus obtained from 

(    ), we get  

(3.13)         ( )( )
   ( )( )

  (   ( )    ( ))  
    . 

Using the commutation formula (1.12), we get 

(3.14)               
  (   ( )    ( ))  

   

Taking covariant derivative for (     ), with respect to      , we get 

(3.15)         ( ) 
     

          ( )
  (   ( )    ( ))( )  

     ( )
  (   ( )    ( ))  .    

Using  (   ) and  (    ) , in an equation (3.15), we get 

                        
      

      
      

     (   ( )    ( ))( )     (   ( )    ( ))  
     . 

Using (    )  in  the above equation, we get    
                 (   ( )    ( ))( )    (   ( )    ( ))     

Theorem (   )  Under the decomposition (   )  the tensor field       is behaving like bi-recurrent 

tensor field      ( )( )            

Proof 

Taking covariant derivative for (   ), with respect to      , we have 

                 ( )( ) (                )    ( )(                )( ) 

                  ( ) (   ( )       ( )   )     (  ( )      ( )   )( )  . 

Which can be written as 

(3.16)        ( )( ) (              )    ( )(  ( )       ( )                )   

             ( )(  ( )      ( )   )    (  ( )( )      ( )( )      ( )   ( )    ( )   ( ))    

Using (   ) and (   ) in (    ), we get 

(3.17)         ( )( ) (              )     (  ( )( )      ( )( )    )  . 

Multiplying (    ) by      , we get  

                 ( )( ) (             )          (  ( )( )        ( )( )    )   . 

Since the expression of the  right hand side of  the above equation is symmetric     and     . There for       

(3.18)        ( )( )      ( )( )       .                                              
Provided that                       . 

The vector field      being non zero, we can have aporortianal vector       such that 

(3.19)       ( )( )             . 
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    تحلل مؤثر الانحناء 
 المعاودة ثنائيال و الأحادي الاشتقاقي فضاءفي ال   

عبدالله سعيد عبدالله سعيدو عادل محمد علي القشبري
 

 الٍوي –ػذى  - خىرهكسز -ػذى  جاهؼة -ػذى /الحزبٍة كلٍة ،الزٌاضٍات لسن

DOI: https://doi.org/10.47372/uajnas.2023.n2.a09  

 

 الملخص
هٌذسة فٌسلز لها الؼذٌذ هي الاسحخذاهات فً الفٍزٌاء الٌسبٍة ولذ ساهن الؼذٌذ هي ػلواء الزٌاضٍات فً      

دراسحها وجحسٌٍها. ولذم الؼذٌذ هي الباحثٍي الوهحوٍي بذراسة هٌذسة فٌسلز دراسات هخحلفة فً جحلل الوؤثزات 

    دراسة جحلل الوؤثز الزابغ لكارجاى  لذهٌا وفً هذٍ الىرلةللوٌحٌٍات فً الاشحماق الاحادي فً فضاء فٌسلز. 
   

ػي طزٌك اسحخذام اشحماق كارجاى هي الزجبة الاولى والزجبة الثاًٍة والذي ٌحمك الححلل لبؼض  فٌسلز فضاءفً 

    الوؤثزات فً هذا الفضاء. ولذهٌا بؼض الٌظزٌات الوحؼلمة بححلل الوؤثزات للوٌحٌٍات جحث هٌحٌى كارجاى 
  

 هغ اثباجاجها. 

    الٌىع الزابغ لوؤثز كارجاى ، ، جحلل الوٌحٌىفٌسلز فضاءكلمات المفتاحية: ال
لوؤثز  ثالث، الٌىع ال 

    كارجاى 
 , الاشحماق الاحادي والثٌائً لوؤثز الوٌحٌٍات. 
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